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ProgrammeOffered:B.A./B.Sc.(Hons.)Statistics 
PROGRAMOUTCOME 

When the student joins college after school they are free to make their own choices which are very 

instrumental in changing their attitude towards life and society. It is very important to give theman 

appropriateand conducive environment to learn and grow. After completion of the degree apart from 

his/her specialty in the program of his/her choice the studentlearns a lot during their three years stay 

that makes them mature enough to take the right decisions at the right time. Students develop 

analytical thinking and good communication skills during classroom teaching (through 

projects/presentation/practical) and also as they participate in various activities both at departmental 

as well as college level. Being a State University, the student gets a chance to communicate with 

students of other districts of Odisha and other states of India which makes them culturally sensitive 

and socially interactive. As part of various departmental /college seminars and workshops he learns 

to respect and protect the environment. These programs also help in generating gender sensitization 

and building of ethical values to become a responsible citizen when he/she graduates from the 

college. 

OUTCOMEDETAILS 
PSO1 Applytheconcepts,principlesandmethodsofstatisticstovariousfieldsof study 

PSO2 Understandtheimportanceandvalueofstatisticalprinciples andconverta problem 
description into testable research hypotheses. 

PSO3 Selectappropriatestatisticaltoolstoinvestigatearesearchhypothesis. 

PSO4 Performdataanalysisbyapplyappropriatestatisticalmethodologyandinterpret result in a 
variety of settings. 

PSO5 Computestatistical measuresusingsoftwareandprograms. 

PSO6 Applylikelihoodprinciplesandcalculustoderivefundamentalresultsin probability, 
estimation and hypothesis testing. 

PSO7 Select standard experiment designs, with consideration of selection process, data 
collection, issues of bias, causality and confounding, based on specifications of a 
scientific study. 

PSO8 Writecodetoextractandreformatrealdataandtoutilizestatistical programming 
environments. 

PSO9 Acquireskillstowritecompetitiveexaminationsandgetopportunitiesforjob placements in 
various sectors 

PSO10 Moveforhigherlevellearning 
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Statistics is the language of the uncertainties riddled modern information age. This program is a 

compact combination of detailed coursesof Statistics and adequate number of courses on Computer 

Science, Mathematics and Operations research to complement and offer diversification after the 

completion of program. The thrust of the program is to provide a platform for pursuing higher studies 

leading to post-graduate or doctorate degrees. Along with these students are equipped with skill 

enhancement courses like Research methodology, Statistical packages and R language. This 

enhances theoretical rigor with technical skills which prepare students to become globally 

competitive to enter into a promising professional life even after graduation. This program offers a 

range of traditional avenues in academics, Govt. Service, IAS, Indian Statistical/ Economic 

Services,Industries, Commerce, Investment Banking, Banks and Insurance Sectors, CSO andNSSO, 

Research Personnel/Investigator in Govt. organizations such as NCAER, IAMR, ICMR, ICAR, RBI, 

Statistical and Economic Bureau & various PSUs., Market Research, Actuarial Sciences, 

Biostatistics, Demography etc. It also provides an array of non- traditional employment avenues 

ranging from Stock Brokers Analyst, Sports Analyst, Poll Analyst, Business Analyst, Financial 

Analyst, Content Analyst etc. 
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Core ISemester-I 
                                               DescriptiveStatistics 

COURSEOUTCOMES 
• UnderstandthescopeandnecessityofStatistics 
• Tabulateandrepresentthe datain diagramsandgraphs 
• Applytheformulaandcalculatedescriptivemeasuresofstatistics 
• Analyze thenature ofdataandinterpretthe measures 
• Analyze thedata andpredictthe futurevaluesusingcurvefitting 

LEARNINGOUTCOMES 

The learning objectives include summarizing the data and to obtain its salient features from 
the vast mass of original data. After completing this course, the students should have 
developed a clear understanding of Concepts of statistical population and sample, variables 
and attributes. 
 

Unit I 

Statistical Methods: Definition and scope of Statistics, concepts of statistical population 
and sample. Data: quantitative and qualitative, attributes, variables, scales of measurement 
nominal, ordinal, interval and ratio. Presentation: tabular and 
graphical,includinghistogram,stemandleafdiagramand Ogives,consistency and 
independence of data with special reference to attributes. 

 
Unit II 

Measures ofCentral Tendency: mean, median andmode, Measuresof Dispersion: Range, 
Inter Quartile Range, Quartile Deviation, Mean Deviation, Variance and Standard 
Deviation, Coefficient of Variation, Moments, Absolute Moments, Skewness and Kurtosis, 
Sheppard’s Corrections. 

 

Unit III 

Bivariate data: Definition,Scatter Diagram, Simple, Partial and Multiple Correlation 
(3variablesonly), Rank Correlation. Simple linear regression, Principle of least squares and 
fitting of polynomials and exponential curves. 

 

Unit IV 

Index Numbers: Definition, construction of index numbers and problems there offor 
weighted and unweighted index numbers including Laspeyer’s, Paasche’s, Edgeworth-
Marshall and Fisher’s Ideal Index numbers. Errors in Index numbers. Chain base index 
numbers, conversion of fixed based to chain-based index numbers and vice-versa. 
Consumer price index numbers, Cost of living index number, Uses and limitations of index 
numbers. 
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TextBooks 

 P.NArora,SumeetArora:ComprehensiveStatisticalMethods,SChand 

 Goon A.M., Gupta M.K. and Dasgupta B. (2002): Fundamentals of Statistics,Vol. I & 
II, The World Press, Kolkata. 

 Gupta,S.C.andKapoor,V.K.(2008):FundamentalsofMathematicalStatistics,4thEdition, 
Sultan Chand &Sons 

 
Suggested Readings 

 Miller,IrwinandMiller,Marylees(2006):JohnE.Freund’sMathematical Statistics with 
Applications, (7thEdn.), Pearson Education, Asia. 

 Mood, A.M. Graybill, F.A. and Boes, D.C. (2007): Introduction to the Theory of 
Statistics, Tata McGraw-Hill Pub. Co. Ltd. 

 RSNPillai&Bagavathi:PracticalStatistics,SChand 

 CBGupta:AnIntroductiontoStatisticalMethods,Vikas Publishing 
 

ListofPracticals 

Emphasisshouldbegivenoninterpretationofresults. 

1. Graphicalrepresentationofdata–SimpleBarDiagram,MultipleBarDiagram and 
Divided Bar Diagram, Histogram, Stem andleaf diagram, Pie diagram, 
Frequencypolygonandfrequencycurve. 

2. ProblemsbasedonMeasuresofCentral Tendency. 

3. ProblemsbasedonMeasuresofDispersion. 

4. ProblemsbasedonMoments,SkewnessandKurtosis. 

5. ScatterDiagram,KarlPearsoncorrelationcoefficientandrankcorrelationcoefficient (with 
and without tie). 

6. Linesofregression, anglebetweenlinesandestimatedvaluesofvariables. 

7. Calculateprice,quantityand costoflivingindexnumbers. 
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Core-IILinearAlgebra 
 
COURSEOUTCOMES 

• Be able togain proficiencyin solving systems of Linear equationsusing matrices and 
demonstrate a working knowledge of algebraic properties of matrices 

• Be able to acquire facility working with general vectorspaces, linear transformations, 
coordinate vectors and the changing of bases 

• Use the basic concepts of vector and matrix algebra, including linear dependence / 
independence, basis and dimension of a subspace, rank and nullity, for analysis of 
matrices and systems of linear equations 

• Evaluate determinants and use them to discriminate between invertible and noninvertible 

LEARNINGOUTCOMES 

To learn the basic ideas of abstract algebra and techniques with proof in pure mathematics 
and further, it can be use in many other courses. Algebra is one ofthe most important 
courses in the field of statistical computing. The course serves as a building block that will 
enable students to learn more advanced techniquesthat will help them to solve problems 
more quickly and easily. After completing course, students should have developed a clear 
understanding of: Theory of equations; Properties of matrices and determinants; Linear 
equations; Rank of a matrix; Generalized inverse; Characteristics roots and vectors; 
Quadratic forms. The students will be conversant for their potential studies of Markov 
chain & stochastic process, Multivariate analysis, Regression analysis, Design of 
Experiments. 

 
Unit I 

Theory of equations, statement of the fundamental theorem of Algebra and its 
consequences. Relation between roots and coefficients of any polynomial equations. Vector 
spaces, Subspaces, sum of subspaces, Span of a set, Linear dependence and independence, 
dimension and basis. 

 
Unit II 

Algebra ofmatrices - A review, theorems related totriangular, symmetric and skew 
symmetric matrices, idempotent matrices, Hermitian and skew Hermitian matrices, 
orthogonal matrices,singular and non-singular matricesand theirproperties.Trace of a 
matrix, unitary, involuntary and nilpotent matrices. 

 
UnitIII 

Determinants of Matrices: Definition, properties and applications of determinantsfor 3rd 
and higher orders, evaluation of determinants of order 3 and more using transformations. 
Adjoint and inverse of a matrix and related properties. Solution to the system of linear 
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equations 𝐴𝐴𝑋𝑋= 𝑏𝑏: Cramer’s rule and matrix method, row reduction and echelon forms. 

Unit IV 

Rank of a matrix, row-rank, column-rank, standard theorems on ranks, rank of the sum and 
the product of two matrices. Characteristic roots and Characteristic vectors, Properties of 
characteristic roots, CayleyHamiltontheorem and Quadratic forms. 

 

Text Books 

 V K Khanna& S K Bhambri:A CourseinAbstractAlgebra,VikasPub. 

 KrishnamurthyV.,MainraV.P.andAroraJ.L.:AnIntroductiontoLinear Algebra 

Suggested Readings 

 Biswas,S.(1997):ATextbookofMatrixAlgebra,NewAge International,1997. 

 DattaK.B.:MatrixandLinearAlgebra.PrenticeHallofIndiaPvt.Ltd.,2002. 

 HadleyG.:LinearAlgebra.NarosaPublishingHouse (Reprint),2002. 

 SearleS.R.:MatrixAlgebraUsefulforStatistics.JohnWiley&Sons. 

 Schaum’sOutlines:LinearAlgebra,TataMcGraw-Hill,3rdEdition,2006. 
 

ListofPracticals 

1. Finding roots ofanalgebraicequations 

2. Solutionoflinearequationsbymatrixmethod. 

3. RankandInverseofa matrix 

4. Characteristicsrootsandcharacteristicsvectorofa matrix. 

5. Applicationsof matrices. 
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Core III                                             Semester-II 
                                 ProbabilityandProbabilityDistributions 
 

COURSEOUTCOMES 
• Concept of probability, different approaches to the theory of probability. Concept of 

events, mutually exclusive independent and exhaustive events. Sample space and its 
properties. Use the basicprobability rules including addition and multiplicative laws, 
conditional probability and Bayes theorem 

• Gainknowledgeonrandomvariables.Distinguishbetweendiscreteand continuous random 
variables. Probability mass function and probability density function 

• UnderstandMathematicalexpectationofa randomvariable.Conditional expectation and 
variance and conditional expectations 

• Understandthemostcommondiscreteandcontinuousprobability distributions and 
• theirreal-lifeapplications.Identifytheircharacteristics 
• Identify the type of statistical situation to which different distributionscan be applied. 

Use the different distributions in solving statistical problems. 
 

LEARNINGOUTCOMES 

To present the general theory of statistical distributions as well as the standard distributions 
found in statistical practice. To train students with essential tools for statistical analyses at the 
post graduate level. Fostering understanding through real-worldstatistical 
applications.Aprobabilitydistributionisastatistical model that shows the possible outcomes of 
a particular event or course of action as well asthe statistical likelihood of each event. 
Probability distribution functions are quite important and widely used in actuarial science 
(insurance), engineering, physics, evolutionary biology, computer science and even social 
sciences such as psychiatry, economics and even medical trials. 

Unit I 

Probability: Introduction, random experiments, sample space, events and algebra of events. 
Definitions of Probability – classical, statistical, and axiomatic. Conditional Probability, 
laws of addition and multiplication, independent events, theorem of total probability, 
Bayes’ theorem and its applications. 

Unit II 

Random variables: discrete and continuous random variables, probability mass function 
(p.m.f.), probability density function (p.d.f.) and cumulative distribution function (c.d.f.), 
illustrations and properties of random variables, univariate transformations with 
illustrations. Two dimensional random variables: discrete and continuous type, joint, 
marginal and conditional p.m.f, p.d.f., and c.d.f., independence of variables. 

 
Unit III 

Mathematical Expectation and Generating Functions: Expectation of single and bivariate 
random variables and its properties. Moments and Cumulants, moment generating function, 
Cumulants generating function and characteristic function. Uniqueness and inversion 
theorems (without proof) along with applications. Conditional expectations. 
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Unit IV 

Standard discrete probability distributions: Uniform, Bernoulli, Binomial, Poisson, 
Geometric, along with their properties and limiting/approximation cases. Standard 
continuous probability distributions: Uniform, Normal, Exponential, Beta and Gamma 
along with their properties and limiting/approximation cases. 

 
TextBooks 

 Hogg,R.V.,Tanis,E.A.andRaoJ.M.(2009):ProbabilityandStatistical Inference, Seventh 
Ed, Pearson Education, New Delhi. 

 RavishRSingh&MukulBhatt:ProbabilityandStatistics,S Chand 

 Gupta, S. C. and Kapoor, V.K. (2008): Fundamentals of 
MathematicalStatistics,4thEdition (Reprint), Sultan Chand &Sons 

 

Suggested Readings 

 Miller,IrwinandMiller,Marylees(2006):JohnE.Freund’sMathematical Statistics with 
Applications, (7thEdn.), Pearson Education, Asia. 

 Iyengar:ProbabilityandStatisticsSChand 

 Mood, A.M. Graybill, F.A. and Boes, D.C. (2007): Introduction to the 
TheoryofStatistics,3rdEdn.,(Reprint),Tata McGraw-Hill Pub. Co. Ltd. 

 Goon A.M., Gupta M.K. and Dasgupta B. (2002): Fundamentals of Statistics, Vol. I, 
8thEdn. The World Press, Kolkata. 

 Myer, P.L. (1970): Introductory Probability and Statistical Applications, Oxford & 
IBH Publishing, New Delhi 

 
ListofPracticals 

1. FittingofBinomialandGeometricdistributions 

2. FittingofPoisson distributions 

3. FittingofNormalandOne-parameterexponentialdistributions 

4. Application problems based on Binomial, Geometric, Poisson, One-parameter 
exponential and Normal distributions. 
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Core IVCalculus 

COURSEOUTCOMES 
• Understandthetypeof variableandusefulinthedevelopmentof the function 
• Verify the value of the limit of a function at a point using the definition of the limit  
• UnderstandtheconsequencesoftheIntermediatevaluetheoremfor continuous function 

Knowthe chain rule and useit to find derivativesof composite functions and obtain 
expression for higher order derivatives of a function usingthe rule of differentiation  

• Solveintegralsandevaluationofmultipleintegralswithnumerical problems and solve the 
partial differential equations 

 
LEARNINGOUTCOMES 

Calculus is versatile and Valuable tool for the statistics. Calculus being used in 
statisticsinvolvesintegrating over sections ofa probability distribution.The content of this 
paper involves differential calculation, integral calculus and solution of different differential 
equations which are extremely prevalent in more advanced statistical application. To compute 
and analyze limits, derivatives, and integrals functions.To recognize the appropriate toolsof 
calculus to solve applied problems. 

Unit I 

• Differential Calculus: Limits of function, continuous functions, properties of 
continuous functions, partial differentiation and total differentiation (two variables). 
Indeterminateforms:L-Hospital’srule,Leibnitzruleforsuccessivedifferentiation. 

• Euler’s theorem on homogeneous functions. Maxima and minima of functions of one 
and two variables. Transformations and Jacobians. 

 
Unit II 

Integral Calculus: Review of integration and definite integral. Differentiation under integral 
sign, double integral. Beta and Gamma functions: properties and relationship between them. 
 

Unit III 

Differential Equations: Exact differential equations, integrating factors, change of variables, 
Total differential equations, Differential equations of first order and first degree, Differential 
equations of first order but not of first degree, Equations of the first degree in x and y, 
Clairaut’s equations. Higher Order Differential Equations. Homogeneous differential 
equations of order n with constant coefficients. 

 
Unit IV 

Formation and solution of a partial differential equations. Equations easily integrable. Linear 
partial differential equations of first order. Homogeneous linear partial differential equations 
with constant coefficients. Different cases for complimentary functions and particular 
integrals. 
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Text Books 

 ShantiNarayan&PKMittal:DifferentialCalculusSChand 

 ShantiNarayan:IntegralCalculusSChand 

 

Suggested Readings 

 ZafarAhsan:DifferentialEquationsandtheirApplications,Prentice-Hallof India Pvt. 
Ltd., New Delhi (2nd Edition-2004). 

 SurjeetSingh&QaziZameeruddin:ModernAlgebra,Vikas Publishing 

 SK Shah& S CGarg:A TextBookofAlgebra,VikasPublishing 

 Piskunov,N:DifferentialandIntegralCalculus,PeacePublishers,Moscow. 

 DifferentialcalculusbyDas&Mukherjee,U.NDharPublication,Kolkatta,2010. 

 Integral CalculusbyDas&Mukherjee,U.NDharPublication,Kolkatta,2010. 

 AdvancedDifferentialEquationsbyMdRaisinghania,S Chand& Company Pvt Ltd. 
 

ListofPracticals 

1. DeterminationofMaximaandMinima 

2. Usingdefiniteintegralobtaintheareaunder curve. 

3. Applicationsofdifferentialequations. 

4. ApplicationsPartialDifferentialEquations. 

5. ApplicationsofBetaandGamma function. 
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Core VSemester-III 
SamplingDistributions 

COURSEOUTCOMES 
• To understand the concept of sampling distributions

 andtheir applications in statistical inference 
• To understand the process of hypothesis testing and its significance. Analyze the 

properties and applications of various probability functions and Weak law of Large 
Numbers 

• Testingofstatisticalhypothesis,NeymannPearson Lemma 
• UnderstandLikelihoodRatiotest,applicationsandproperties 
• Understandtestofsignificance,testsbasedonnormal,t,FandChi- square distributions 

 
LEARNINGOUTCOMES 

Statistical Inference is a crucial part of the process of informing ourselves aboutthe world 
around us. Statistical inference helps us understand our world and make sound decisions 
about how to act. The content of this paper is based on basic statistical methodology which is 
vital for industry, biosciences and others streams. To learn the development of null and 
alternative hypotheses. 
 
Unit I 

Limit laws: convergence in probability, almost sure convergence, convergence in mean 
square and convergence in distribution and their interrelations, Chebyshev’s inequality, Weak 
law of large numbers (W.L.L.N.), Strong law of large numbers (S.L.L.N.) and their 
applications, De-Moivre Laplace theorem, Central Limit Theorem (C.L.T.)for i.i.d. variates, 
applications of C.L.T. 
 
UnitII 

Definitions of random sample, parameter and statistics, sampling distribution of a statistics, 
sampling distribution of sample mean, standard errors of sample mean, sample variance and 
sample proportion. Null and alternative hypotheses, critical region, level of significance, Type 
I and Type II errors, concept of p-value. Large sample tests for testing single proportion, 
difference of two proportions, single mean, difference of two means, standard deviation and 
difference of standard deviations by classical and p-value approaches. 
 

Unit III 

Exact sampling distribution: Definition and derivation of p.d.f. of Chi-square with n degrees 
of freedom(d.f.) using m.g.f., nature of p.d.f. curve for different degrees of freedom, mean, 
variance, m.g.f., Cumulant generating function, mode, additive property and limiting form of 
Chi-square distribution. Tests of significance and confidence intervals based on Chi-square 
distribution. 
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Unit IV 
Exactsamplingdistributions:Student’st-distribution(includingBehrens–Fisher problem), 
Snedecor’s F-distribution, derivations of theirp.d.fs., nature ofprobability curve with different 
degrees of freedom, mean, variance, moments and limiting form of these distributions. 
Relationship between t, F and Chi-square distributions. Test of significance and confidence 
Intervals based on t and F distributions. 
 

TextBooks 

 Goon,A.M.,Gupta,M.K.andDasgupta,B.(2003):AnOutlineofStatistical Theory, Vol. I, 
4thEdn. World Press, Kolkata. 

 P.NArora,SumeetArora:ComprehensiveStatisticalMethods,SChand 
 

Suggested Readings 

 Rohatgi V.K. and Saleh, A.K. Md. E. (2009):An Introduction to Probability 
andStatistics. 2ndEdn., John Wiley and Sons. 

 Hogg, R.V. and Tanis, E.A. (2009): A Brief Course in Mathematical Statistics.Pearson 
Education. 

 Johnson, R.A. and Bhattacharya, G.K. (2001): Statistics-Principles and 
Methods,4thEdn. John Wiley and Sons. 

 Mood,A.M.,Graybill,F.A.andBoes,D.C.(2007):IntroductiontotheTheory 
ofStatistics,3rdEdn. (Reprint).Tata McGraw-Hill Pub. Co. Ltd. 

 DeepakChawala:ResearchMethodology,Vikaspublication. 

 

ListofPracticals 

1. Testingofsignificanceandconfidenceintervalsforsingleproportionand difference of two 
proportions 

2. Testing of significance and confidence intervals for single mean and difference of two 
means and paired tests. 

3. Testing of significance and confidence intervals for difference of two 
standarddeviations. 

4. Exact Sample Testsbasedon Chi-Square Distribution. 

5. Testingifthepopulationvariancehasaspecificvalueanditsconfidence intervals. 

6. Testingofgoodnessoffit. 

7. Testingofindependenceofattributes. 

8. Testing based on2×2contingencytable withoutandwithYates’corrections. 

9. Testingandconfidenceintervalsofequalityoftwopopulation variances. 
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Core VI 

ParametricStatisticalInference 
COURSEOUTCOMES 

• UnderstandtheconceptofStatisticalInference,typesofinference, Characteristics of point 
estimation 

• Knowtheconceptofefficiency,sufficiency,CRinequalityandits applications 
• Know the concept of sufficient statistic, Neyman Factorization theorem, Rao-Blackwell 

theorem and its applications. Formulate null and alternative hypotheses and apply small, 
large sample 

• Knowthedifferentmethodsofestimation.Computeprobabilitiesof types of 
• error, MPtests andMLRproperty 
• Know the concept of interval estimation, Confidence intervals for parameters of some 

distributions Binomial, Poisson, Normal.Understand UMP and UMPU test with their 
applications. Obtain asymptotic confidence interval of a parameter and its relation with 
testing of hypothesis problem 

• Canunderstandthesequentialsamplingprocedures 
 
 
LEARNINGOUTCOMES 

Statistical inference: Drawing conclusions about the whole population on the basis of a 
sample. Statistical inference is the process of deducing properties of an underlying probability 
distribution by analysis of data. Inferential statistical analysis infers properties about a 
population, this includes testing hypotheses and deriving estimates. To learn the development 
of null and alternative hypotheses.To learn types of errors, non-parametric tests. To perform 
Test of hypothesis as well as obtain MP, UMP tests. 

Unit I 

Estimation: Concepts of point estimation, Criterion of a good estimator, unbiasedness, 
sufficiency, consistency and efficiency. Factorization theorem. Complete statistics. Minimum 
variance unbiased estimator (MVUE), Rao-Blackwell and Lehmann-Scheffe theorems and 
their applications. , minimal and complete statistics, Cramer-Raoinequality and MVB 
estimators (statement and applications). 

Unit II 

Methods of Estimation: Method of moments, method of maximum likelihood, Method of 
minimum Chi-square, method of minimum variance, method of least square, basic idea of 
Bayes’ estimators. 
 

Unit III 
Principles of test of significance: Null and alternative hypotheses (simple and composite),Type-I 
and Type-II errors, critical region, level of significance, size and power, best critical region, 
most powerful test, uniformly most powerful test, Neyman 
PearsonLemma(statementandapplicationstoconstructmostpowerful 
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test).Likelihoodratiotest,propertiesoflikelihoodratiotests(without proof). 
Unit  IV 

Sequential Analysis: Sequential probability ratio test (SPRT) for simple vs simple hypotheses. 
Fundamental relations among α, β, A and B, determination of A and B in practice. Wald’s 
fundamental identity and the derivation of operating characteristics (OC) and average sample 
number (ASN) functions, examplesbased on binomial and normal distributions. 
 

TextBooks 

 Goon A.M., Gupta M.K.: Das Gupta. B. (2005), Fundamentals of Statistics, Vol. I, 
World Press, Calcutta. 

 Gun, A.M., Gupta, M.K. and Dasgupta, B.: An Outline of Statistical Theory, Vol. II, (4th 
ed.), World Press. 

 

Suggested Readings 

 Rohatgi,V.K.andSaleh,A.K.Md.E.(2009):AnIntroductiontoProbability 
andStatistics.2ndEdn. John Wiley and Sons. 

 Miller,I.andMiller,M.(2002):JohnE.Freund’sMathematicalStatistics(6th 
 Edition),PrenticeHallofIndia. 

 Dudewicz,E.J.,andMishra,S.N.(1988):ModernMathematicalStatisticsJohn Wiley & 
Sons. 

 Mood A.M, Graybill F.A. and Boes D.C,: Introduction to the Theoryof Statistics, 
McGraw Hill. 

 BhatB.R,SrivenkatramanaTandRaoMadhavaK.S.(1997)Statistics:A Beginner’s Text, 
Vol. I, New Age International (P) Ltd. 

 
ListofPractical 

1. Unbiasedestimators(includingunbiasedbutabsurd estimators) 

2. Consistentestimators,efficientestimatorsandrelativeefficiencyofestimators. 

3. MaximumLikelihood Estimation 

4. Mostpowerfulcriticalregion(NPLemma) 

5. Uniformlymostpowerfulcriticalregion 

6. Unbiasedcriticalregion 

7. Powercurves 

8. OCfunctionand OCcurve, ASNfunction andASN curve 
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Core VII 

SurveySampling&IndianOfficial Statistics 
COURSEOUTCOMES 

• Understand the basic principles underlying survey design and 
estimation 

• Applythedifferentsamplingmethodsfordesigningandselectinga sample from a population 
• ImplementClustersampling,RatioandRegressionestimationinreal life problems 
• Apply unequal probability sampling designs viz. PPSWR, PPSWOR including Lahiri’s 

method and Murthy’s estimator for survey. Analyzethe nature of data and interpret the 
measures 

• UnderstandthestructureandfunctioningofIndianOfficialStatistical System 

 
LEARNINGOUTCOMES 

Survey Sampling provides the tolls/ techniques for selecting a sample of elements from a 
target population keeping in mind the objectives and nature of population. Most of the 
research work is done through Sample Survey. The students are ableto know about Indian 
Official Statistical System. After completing the course, students should have developed clear 
understanding of: Basic concepts of survey sampling, Principles of survey sampling and main 
steps involved in selecting a sample, Simple random sampling, Stratified random sampling, 
Systematic sampling, Ratio and Regression method of estimation, Cluster sampling (equal 
cluster size), Concepts of sub sampling, Indian Official Statistical System. 

 
UnitI 

Concept of population and sample, complete enumeration versus sampling, sampling and 
non-sampling errors. Types of sampling: probability and non- probability samplings,basic 
principle of sample survey, simple random sampling with and without replacement, 
definition and procedure of selecting a sample, estimates of: population mean, total and 
proportion, variances of theseestimates, estimates of the invariances and sample size 
determination. 

UnitII 

Stratified random sampling: Technique, estimates of population mean and total, variances 
of these estimates, proportional and optimum allocations and their comparison with SRS. 
Practical difficulties in allocation, estimation of gain in 
precision.SystematicSampling:Technique(𝑁𝑁 = 𝑛𝑛𝑘𝑘),estimatesofpopulation mean and total, 
variances of these estimates. Comparison of systematic sampling with SRS and stratified 
sampling in the presence of linear trend and corrections. 

 
UnitIII 

Introduction to Ratio and regression methods of estimation, first approximation to the 
population mean and total (for SRS oflarge size), variances of these estimates and estimates 
of these variances, comparison with SRSWOR. Cluster sampling(equal clusters only) 
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estimation of population mean and its variance. 
UnitIV 

Presentofficial statistical systeminIndia,methodsofcollectionofofficial statistics, its quality 
and limitations. Role of Ministry of Statistics & Program Implementation (MoSPI), 
National Statistical Office (NSO) and National Statistical Commission. Government of 
India’s Principal publications containing data on the topics such as population,industry and 
finance. 

 

TextBooks 

 Sukhatme,P.V.,Sukhatme,B.V.Sukhatme,S.Asok,C.(1984).SamplingTheories 
ofSurveyWith 
Application,IOWAStateUniversityPressandIndianSocietyofAgriculturalStatistics 

 Guide to current Indian Official Statistics, Central Statistical Office, GOI, NewDelhi. 

 http://mospi.nic.in/ 

Suggested Readings 

 CochranW.G.(1984):SamplingTechniques(3rdEd.),WileyEastern. 

 Murthy M.N. (1977): Sampling Theory & Statistical Methods, Statistical Pub. 
Society, Calcutta. 

 DesRajandChandhokP.(1998):SampleSurveyTheory,NarosaPublishingHouse 

 Goon A.M., Gupta M.K. and Dasgupta B.(2001):Fundamentals  

ofStatistics(Vol.2), World Press. 

 JKSharma(2014)BusinessStatistics,VikasPublication. 
 

ListofPracticals 

1. ToselectaSRSwithandwithoutreplacement. 

2. For a population of size 5, estimate population mean, population meansquare and 
population variance. Enumerate all possible samples of size 2 by WR and WOR and 
establish all properties relative to SRS. 

3. ForSRSWOR,estimatemean,standarderror,thesamplesize 

4. Stratified Sampling: allocation of sample to strata by proportional and Neyman’s 
methods. Compare the efficiencies of above two methods relative to SRS. 

5. Estimationofgaininprecisioninstratified sampling. 

6. Comparison of systematic sampling with stratified sampling and SRS in the presence 
of a linear trend. 

7. Ratio and Regression estimation: Calculate the population mean or total 
ofthepopulation.Calculate meansquares.Comparetheefficienciesofratioand regression 
estimators relative to SRS. 

8. Clustersampling:estimationofmeanortotal,varianceoftheestimate, estimate of intra- 
class correlation coefficient,efficiency as compared to SRS. 

http://mospi.nic.in/
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Core VIIISemester IV 
 
                                        RealandNumericalAnalysis 
COURSEOUTCOMES 

• Describe fundamental properties of the real numbers that lead to the formal 
development of real analysis. Comprehend rigorous arguments developing the theory 
underpinning realAnalysis 

• Demonstrate an understanding of limits and how they are used in sequences, series, 
differentiation and integration. Construct rigorous mathematical proofs of basic results 
in real analysis. Understand abstract ideas and rigorous methods in mathematical 
analysis tosolvepractical problems 

• Solveequationsusingnumericalmethods 
• Interpolatethevalueusingtechniquesofnumericalmethods 
• PerformnumericalintegrationusingTrapezoidalandSimpson’srule 

LEARNINGOUTCOMES 

Students will have the knowledge of basic properties of the field of real numbers, the 
knowledge of the series of real numbers and convergence, Bolzano – Weirstrass theorem, 
Cauchy criteria, the knowledge of real functions-limits of functions and their properties, 
notion of continuous functions and their properties and the differentiability of real functions 
and related theorems Numerical Analysis: Theory of finite differences deals with the 
changes that take place in the value of the dependent variable due to finite changes in the 
independent variable. On completion of the course, students should have achieved as 
follows: 

1) MathematicalOperators(ForwardandBackwarddifferenceoperators, Shift 
Operator, Central difference operator, Derivative) 

2) Approximatingagivensetofdatabyafunctionusinginterpolation formula. 

3) NewtonGregoryinterpolationformula(forwardandbackward)for arguments at 
equal intervals 

4) Newton’s Divided difference interpolation formula and Lagrange’s 
interpolation formula (for unequal intervals) 

5) Central Differenceinterpolationformula(GaussandStirling’s) 

6) RepresentationofapolynomialinfactorialNotation 

7) Numerical Quadrature using the interpolation formula (Trapezoidal Rule, 
Simpson’s 1/3rd and 3/8th quadrature formula 

8) SolutionofDifferential equations. 



20 
 

 
 
 

 

UnitI 

Real Analysis: Representation of real numbers as points on the line and the set of real 
numbers as complete ordered field. Bounded and unbounded sets, neighborhoods and limit 
points, Supremum and infimum, open and closed sets, sequences and their convergence. 
Infinite series, positive termed series and their convergence, Comparison test, 
D’Alembert’s ratio test, Cauchy’s nth root test, Raabe’stest. Gausstest, 
Cauchy’scondensation test andintegral test (Statements and Examples only). 

Unit II 

Reviewof limit, continuity and differentiability,uniformContinuity and boundedness of a 
function. Rolle’s and Lagrange’s Mean Value theorems. Taylor’s theorem with lagrange’s 
and Cauchy’s form of remainder (without proof). Taylor’s andMaclaurin’s series 
expansions. 

Unit III 

Numerical Analysis:Factorial, finite differences andinterpolation. Operators, E and divided 
difference. Newton’s forward, backward and divided differences interpolation formulae. 
Lagrange’s interpolation formulae. Central differences, Gauss and Stirling interpolation 
formulae. 

Unit IV 

Numerical integration. Trapezoidal rule, Simpson’s one-third rule, three-eighths 
rule,Weddle’s rule with error terms. Stirling’sapproximation to factorial.Solution of 
differential equations of first order. 

 
TextBooks 

 MalikS.C.andSavitaArora:MathematicalAnalysis,SecondEdition,Wiley Eastern 
Limited, New Age International Limited, NewDelhi,1994. 

 ShantiNarayan:ACourseofMathematicalAnalysisSChand 

 GoelB.S.andMittalS.K.:NumericalAnalysis,PragatiPrakashan,ND,2008 

 

Suggested Readings 

 SomasundramD. and Chaudhary B.: A First Course in Mathematical Analysis, Narosa 
Publishing House, New Delhi,1987. 

 ShantiNarayan:AcourseofMathematicalAnalysis,12thEdition,S.Chand &Co.(Pvt.) 
Ltd.,New Delhi,1987. 

 Singal M.K. and Singal A.R.: A First Course in Real Analysis, 24th Edition, R. Chand 
&Co.,New Delhi,2003. 

 Bartle,R.G.andSherbert,D.R.(2002):IntroductiontoReal Analysis(3rdEdition), John 
Wiley and Sons (Asia) PVT. Ltd. 
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 Jain,M.K.,Iyengar,S.R.K.andJain,R.K.(2003):Numericalmethodsfor 
scientificandengineering computation,NewageInternational Publisher,India. 

 
 
ListofPracticals 
1. Interpolationwithequal andunequalintervals. 

2. ProblemsonLagrange’sinterpolation 

3. Numerical Integration(Trapezoidal,Simpson’sandWeddle’smethod) 

4. Stirling’sapproximation 
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Core IX 
LinearRegressionAnalysisAnd Forecasting (Nptel) 

 
COURSEOUTCOMES 

• To understand about the correlation structure among the variables and understand the 
linear regression equation and least square method for estimating the parameters of the 
model 

• Can able to test the hypothesis related to the significance of regression coefficients 
• Understandthe Gauss-Markovset-upandestimationoferror variance 
• Can be able to analyze the graphs before fitting the model and checkfor the model 

validation 
• CanhandletheproblemofCorrelatederrorsandcollinearityinthe model 
• Can be able to forecast with regression and also build scenario-based forecasting. Can 

Build a predictive regression model and check forfitted values and cross-validation. 
• UnderstandtheconceptsofNonlinearregression 

 

LEARNINGOUTCOMES 

Forecasting is an important aspect of any experimental study. The forecasting can be done by 
finding the model between the input and output variables. The tools of linear regression 
analysis help in finding out a statistical model between input variables and output variable 
which in turn provides forecasting. For example, the yield of a crop depends upon the area of 
crop, quantity of seeds, rainfall etc. The statistical relation between yield and area of crop, 
quantity of seeds, rainfall etc.can be determined bythe regressionanalysisand forecasting can 
be done to know the yield in future. The accuracy of forecasting depends upon the goodness 
of obtained model. What are its steps and checks required to obtain a good model and in turn, 
how to do forecasting is being aimed to be taught in this course. 

UnitI 

Regression Analysis, Steps in regression Analysis, Simple Linear Regression Model: 
Covariance and Correlation coefficient Estimation by Method of least squares, Testing of 
Hypothesis of regression coefficient, Confidence Intervals, Predictions, Measuring the 
quality of fit. Multiple Linear Regression, Centering and scaling, Properties of Least square 
estimators, multiple correlation coefficient, Tests of hypothesis of regression coefficients in 
a linear model, Variable selection 
procedures:Forwardselectionprocedureandbackwardelimination procedure. 

UnitII 

Gauss-Markov set-up: Theory of linear estimation, Estimability of linear parametric 
functions, Gauss-Markov theorem, Estimation of error variance. 

Regression Diagnostics: The standard regression assumptions, various types of residuals, 
Graphical methods, Graphs before fitting a model, Graphs after fitting a model, model 
checking assumptions for linearity and normality, Leverage,influence and outliers, 
measures of influence: Cook’s distance 

UnitIII 

Problem of multicollinearity, its effect on inference and forecasting, detection of multi-
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collinearity, criteria for evaluating equations: Residual mean square, Mallows Cp, 
Information criteria,Problemof autocorrelation, detectionandremoval, Durbin- Watson 
statistic and its limitations. 

UnitIV 

Forecasting with regression, Ex-ante versus ex-post forecasts, Scenario based forecasting, 
Building a predictive regression model, Prediction intervals, Fitted values and cross-
validation, Nonlinear regression, Forecasting with a nonlinear trend, Correlation, causation 
and forecasting. 

Fordetailsplease visit - https://archive.nptel.ac.in/content/syllabus_pdf/111104098.pdf 

TextBooks 

 Draper,N.R.and Smith, H.:Applied Regression Analysis,JohnWiley&Sons. 

 Chatterjee,S.andHadiA.S.:RegressionAnalysisbyExample,Wiley 
 

Suggested Readings 

 Sengupta,D,Linear model:anintegratedapproach,WorldScientificPub. 

 Weisberg,S.(2005).AppliedLinearRegression(Thirdedition).Wiley. 

 Wu,C.F.J.AndHamada,M.(2009).Experiments,Analysis,andParameter Design 
Optimization (Second edition),John Wiley. 

 Renchner,A.C.AndSchaalje,G.B.(2008).LinearModelsinStatistics(Second edition), 
John Wiley and Sons 

 

ListofPracticals 

1. Estimabilityoflinearfunctions(fullrankand not afullrankcase) 

2. SimpleLinearRegression 

3. MultipleRegression 

4. Testsfor Regression diagnostics 

5. Autocorrelationtesting 

6. Nonlinearregression 
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Core X 

StatisticalQualityControl 
COURSEOUTCOMES 

• Understandtheconceptofquality,specificationlimitsandtolerance limits 
• Construct and draw control charts for variables ,attributes and interpret them 
• Understand basic of production process monitoring and apply concept of control charts 

on it. Apply various sampling plans for product control 
• Analyze the nature of data and interpret the quality of product.Applythe acceptance and 

continuous sampling plans in production process. Compute capability indices 
• Apply reliability and other related measures based on standard distributions. Know and 

apply the concept of weighted control charts,six sigma, ISO: 9000 series standards and 
Taguchi design. 
 

LEARNINGOUTCOMES 

Acquire knowledge and develop analysis skills and industrial experimentation. Acquire 
knowledgeon acceptance sampling principles and methods. Develop skills to analyse 
quality related data using advanced statistical methods. To develop scientificviewto analyze 
theindustrial data about specific perspective.Tolearn the statistical quality control 
techniques used in industries such as control charts, acceptance sampling plans etc. To learn 
some advanced control charts, capability indices and the concept of six-sigma. 

UnitI 

Quality: Definition, dimensions of quality, historical perspective of quality control and 
improvements starting from World War II, historical perspective of Quality Gurusand 
Quality Hall ofFame. Quality system and standards: Introduction to ISO quality standards, 
Quality registration. Statistical Process Control - Seven tools of 
SPC,chanceandassignableCausesofqualityvariation.Statistical Control Charts- Construction 
and Statistical basis of 3-σ Control charts, Rational Sub-grouping. 

UnitII 

Control charts for variables: X-bar & R-chart, X-bar & s-chart. Analysis of patterns on 
control chart, estimation of process capability. Control charts for attributes: np- chart, p-
chart, c-chart and u-chart. Comparison between control charts forvariables and control 
charts for attributes. 

UnitIII 

Acceptance sampling plan: Principle of acceptance sampling plans. Single and Double 
sampling plan their OC, AQL, LTPD,AOQ, AOQL, ASN, ATI functions with graphical 
interpretation, use and interpretation of Dodge and Romig’s sampling inspection plan 
tables. 

UnitIV 
Introduction to Six-Sigma: Overview of Six Sigma, Lean Manufacturing and Total Quality 
Management (TQM).Organizational Structure and Six Sigma trainingPlans-Selection 
Criteria for Six-Sigma roles and training plans. Voice of customers (VOC): Importance and 
VOC data collection. 
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TextBooks 

 Montogomery,D.C.(2009):IntroductiontoStatisticalQualityControl,6th Edition, Wiley 
India Pvt. Ltd. 

 

Suggested Readings 

 Goon A.M., Gupta M.K. and Dasgupta B. (2002): Fundamentals of Statistics,Vol. I 
&II,8thEdn. The World Press, Kolkata. 

 Mukhopadhyay,P(2011):AppliedStatistics,2ndeditionrevisedreprint,Books and Allied 
(P)Ltd. 

 Montogomery,D.C.andRunger,G.C.(2008):AppliedStatisticsand Probability for 
Engineers, 3rd Edition reprint, WileyIndiaPvt.Ltd. 

 Ehrlich, B.Harris (2002): Transactional Six Sigma and Lean 
Servicing,2ndEdition, St. Lucie Press. 

 Hoyle, David (1995): ISO Quality Systems Handbook, 2nd Edition, Butterworth 
Heinemann Publication. 

 

ListofPracticals 

1. Constructionandinterpretationofstatistical controlcharts 

2. X-bar& R-chart 

3. X-bar&s-chart 

4. np-chart, p-chart,c-chartandu-chart 

5. Singlesampleinspectionplan:ConstructionandinterpretationofOC,AQL, 
LTPD,ASN,ATI, AOQ, AOQL curves 
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Core XI               Semester V 
DesignandAnalysisofExperiments 

COURSEOUTCOMES 
• ExperimentalDesignReplication,RandomizationandLocalcontrol. Concepts of 

experimental design 
• one-wayandtwo-wayclassificationwithoutinteractions 
• CRD,RBDandLSD Layoutandtheir Statistical analysis- Efficienciesof LSD over RBD 

and CRD 
• Analysis of RBD and LSD with one observation and two observationsper cell 
• Factorial Experiment: main and interaction effects and statistical analysis in 22, 23and 

32designs. Concepts of Total and partial confounding 

 

LEARNINGOUTCOMES 

DOE is a tool to develop an experimentation strategy that maximizes learningusing a 
minimum of resources. Extensively used by engineers and scientists involved in the 
improvement of manufacturing processes to maximize yield and decrease variability. It is 
widely used in many fields with broad application across all the natural and social sciences, to 
name a few: Biostatistics, Agriculture, Marketing, Software engineering. Industry etc. After 
completing Course in DOE students should have developed a clear understanding of:The 
fundamental concepts of design of experiments. To learn the basic principles in the design of 
simple experiments. To learn different tests for comparing pairs of treatment means, 
ANOVA, factorial experiments, fractional factorial experiments, confounding, BIBD, PBIBD 
with solving real life examples. To learn theapplications of different designs in agriculture. 
 
Unit I 

Analysis of variance: Definitions of fixed, random and mixed effect models,analysis of 
variance and covariance in one-way classified data for fixed effect and random effect 
models (one observation per cell), Analysis of variance and covariance in two-way 
classified data with one observation per cell for fixed effect and random effect models. 

Experimentaldesigns:Role,historicalperspective,terminology,experimentalerror, 
basicprinciples, uniformity trials,fertilitycontour maps, choice ofsize and shape of plots and 
blocks. 

UnitII 

Basic designs: Completely Randomized Design (CRD), Randomized Block Design (RBD), 
Latin Square Design (LSD)–layout, model and statistical analysis, relative efficiency, 
Analysis with missing observations. 

Unit III 

Factorial experiments: advantages and disadvantages, notations and concepts,22, 23, 2n and 
32 factorial experiments, design and its analysis and applications. 

Unit IV 

Total and Partial confounding for 2n (n≤5), 32 and 33. Factorial experiments in a single 
replicate. Advantages and disadvantages. Balanced Incomplete Block Design (BIBD)–
parameters, relationships among its parameters. 
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TextBooks 

 Gupta,S.C.andKapoor,V.K.(2008):FundamentalsofAppliedStatistics, 
4thEdition(Reprint), Sultan Chand &Sons 

 Goon, A.M., Gupta, M.K. and Dasgupta, B.(2005):Fundamentals of Statistics. Vol. 
II,8thEdn. World Press, Kolkata. 

 

Suggested Readings 

 Cochran, W.G.andCox,G.M. (1959):ExperimentalDesign.Asia Publishing House. 

 Das,M.N.andGiri,N.C. (1986):Designand AnalysisofExperiments. Wiley Eastern Ltd. 

 Kempthorne,O.(1965):TheDesignandAnalysisofExperiments.JohnWiley. 

 Montgomery,D.C.(2008):DesignandAnalysisofExperiments,JohnWiley. 

 

ListofPracticals 

1. AnalysisofaCRD 

2. AnalysisofanRBD 

3. AnalysisofanLSD 

4. Analysisofan RBD withone missing observation 

5. Analysisofan LSDwithonemissingobservation 

6. Analysisof22and23factorialinCRDandRBD 

7. Analysisofacompletelyconfoundedtwolevelfactorialdesignin2blocks 

8. Analysisofa completelyconfoundedtwolevelfactorialdesignin4blocks 

9. Analysisofapartiallyconfoundedtwolevelfactorialdesign 
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Core XII   
StatisticalComputingUsingR Programming 

 
COURSEOUTCOMES 

• Get familiar with R software and learn basics of R with descriptive statistics. Access 
online resources for R and import new function packages into the R workspace. Import, 
review, manipulate and summarize data-sets in R 

• Compute probabilities and fitting of probability distribution and plotting with R 
environment 

• Exploresmallandlargedata-setstocreatetestablehypothesesand identify appropriate 
statistical tests 

• Performcorrelation,regressionanalysisandappropriatestatistical tests for real life 
situations using R 

• Perform appropriate statistical tests andANOVA for real life situations using R 

 
LEARNINGOUTCOMES 

After understanding R the student is able to familiar and to develop learning mindsets to 
analyze statistical data through R software and to learn basic syntax, coding and vocabulary 
to aid in data analysis. 
 

UnitI 
• Introduction to R: Downloading and installation of R and R-Studio.Introductionto R 

and R-Studio. 

• Directoryandworkingvectors:Settingofworkingdirectory,Enteringand 
manipulating data in R, Basic classes of objects (character, numeric, integer, complex, 
logical),Vectors and their attributes (names, length, type). 

• Arrays and Data types: (matrices, frames, list), Combining data (cbind, rbind). 
Importing/Exporting data into R 

• Generating Sequences, function repeats, component extraction (for vectors, matrices, 
list, frames), Creating factors, Basic statistical functions (mean, median, mode, 
standarddeviation,skewness, kurtosisetc.),installing packages andlibrary, importing 
data from other sources (Excel etc.). 

Unit-II 
• Descriptive Statistics and Probability Distribution- Introduction, Working with 

Univariate,DescriptiveStatisticsinR; Measuring the Central Tendency –Mean and 
Median, Measuring Spread – Quartiles and the Five-Number Summary, 
Understanding Numeric Data –Uniform and Normal Distributions; Probability 
Distribution. 

• Plotting-Introduction,VisualizingNumericVariables–Boxplots,Visualizing 
NumericVariables–Histograms,ExploringRelationshipsbetweenVariables, 
Visualizing Relationships – Scatter Plots; Correlation Plots from Data Sets. 

UnitIII 
Correlation and Regression: Correlation (Karl Pearson & Spearman’s rank correlation), 
Linear models in R (simple and multiple). Scatter plot and Regression line,testingof 
correlation and regression coefficients. Generating a Diagnostic Plot of a Fitting Model, 
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Summarizing Linear Model Fits, Using Linear Regression to Predict Unknown Values, 
Generating a Diagnostic Plot of a Fitting Model. 

UnitIV 

• TestingNormality:Anderson-darlingtest,Shapiro-Wilktest 
• Estimation and Testing: Tests of significance for the parameters of normal 

distributioni.e. mean and variance (one sample and two sample problems) and the 
relevant confidence intervals. One-way and Two-way Analysis of Variance, Chi- 
square test for independence and association. 

TextBooks 

 Fundamentalsof Computers,E. Balagurusamy 

 ANSIC,Balagurusamy 

 IntroductiontoStatisticsandDataAnalysis-WithExercises,Solutionsand Applications in 
R, Christian Heumann, Michael Schomaker, Shalabh 

 Gardener,M.BeginningR:TheStatisticalProgrammingLanguage,WileyIndia 

 MonalishaPattnaik,StatisticalComputingusingRProgramming,KalyaniPublishing. 
 

SuggestedReadings 

 Balagurusamy, E.(2011): Programming in ANSIC, 6th Edition, Tata McGraw Hill. 

Kernighan,B.W.  

 Gottfried,B.S.(1998):Schaum’sOutlines:ProgrammingwithC,2ndEdition, Tata 
McGrawHill 

 

ListofPracticals 

1. Different typesofPlotting 

2. Mean,MedianandModeanddescriptive statisticsofData 

3. Skewnessandkurtosis ofData 

4. Student’sttestandChi-squaretest 

5. OnewayANOVAandTwowayANOVA. 

6. Correlationanalysis 

7. Regressionanalysis 

8. Binomialdistribution 
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Core XIII 

Oerations Research 

Course Outcomes 
• Understandbasicsandformulationoflinearprogrammingproblems and appreciate 

theirlimitations;solvelinearprogrammingproblemsusinggraphical method. 
• Applysimplexmethodtosolvereallifeproblems 
• Solveartificialvariabletechnique,dualitytheory,revisedsimplex method, sensitivity 

analysis, transportation and assignment problems 
• Understand the concept of Game theory, PERT/ CPM, simulation, investment analysis 

with real life applications. Understand the concept and solving the problem of game 
theory 

• Understand the concept of inventory model and solving the problem of inventory models 

 
LEARNINGOUTCOMES 

The ‘Operations Research’is not only confined to any specific agencylike defense services but 
today it is widely used in all industrial organizations. It can be used to find the best solution to 
any problem be it simple or complex. It is useful in every field of human activities. 
Thus,itattempts to resolve the conflicts ofinterest among the components of organization in a 
way that is best for the organization as a 
whole.MainfieldswhereORisextensivelyusedare:1.NationalPlanningand 
Budgeting 2.Defense Services 3.Industrial Establishment and Private SectorUnits 4.Research 
& Development and Engineering. To develop the optimization techniques that will be useful 
in the personal and professional life. To learn the mathematical formulation of complex 
decision-making problems and arrives at optimal or near-optimal solutionsusing different 
techniquesof operationsresearch. 

UnitI 

Introduction to Operations Research (O.R.), phases of O.R., model building, various types 
of O.R. problems. Linear Programming Problem, Mathematical formulation of the L.P.P, 
graphical solutions of a L.P.P. Simplex method for solving 
L.P.P. Charne’s M-technique for solving L.P.P. involving artificial variables. Special cases 
of L.P.P. Concept of Duality in L.P.P: Dual simplex method. 

UnitII 

Transportation Problem: Initial solution by North West corner rule, least cost method and 
Vogel’s approximation method (VAM), MODI’s method to find the optimal solution, 
special cases of transportation problem. Assignment problem: Hungarian method to find 
optimal assignment problem. 

Unit III 

Game theory: rectangular game, minimax-maximin principle, solution torectangular game 
using graphical method, dominance and modified dominance property to reduce the game 
matrix and solution to rectangular game with mixed strategy. Networking: Shortest route 
and minimal spanning tree problem. 
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Unit-IV 

InventoryManagement: ABCinventorysystem, characteristicsofinventorysystem. EOQ 
Model and its variations, with and without shortages, QuantityDiscountModel with price 
breaks. 

 

TextBooks 

 KantiSwarup, Gupta, P.K. and Manmohan (2007): Operations Research, 13th 
Edition, Sultan Chand and Sons. 

 DSHira: OperationResearchSChand 
 

Suggested Readings 

 Taha,H.A.(2007):OperationsResearch:AnIntroduction,8thEdition,PrenticeHall of 
India. 

 Hadley,G:(2002):LinearProgramming,NarosaPublications 

 Hillier, F.A and Lieberman, G.J. (2010): Introduction to Operations Research 
Concepts and cases, 9th Edition, TataMcGraw Hill 

 Kalavathy:OperationResearch,VikasPublishing 
 

ListofPracticals 
1. Mathematical formulation of L.P. P and solving the problem using graphical method, 

Simplex technique and Charne’s Big M method involving artificial variables 
Identifying Special casesby Graphical and Simplex method andinterpretation 
(Unbounded, Infeasible and alternate solution) 

2. AllocationproblemusingTransportationmodel 

3. AllocationproblemusingAssignmentmodel 

4. Problemsbased ongamematrix 
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 Core XIV                                                Semester VI 

Non-ParametricStatisticalInference 
 
COURSEOUTCOMES 

• Reinforce and supplement prior knowledge of fundamental statistical topics such as the 
goals of a statistical analysis; elements andprinciples of hypothesis testing and 
confidence intervals; comparative studies. Understand and apply the general concept of 
nonparametric statistics 

• Perform a variety of nonparametric statistical analyses such as: One and two sample tests 
(e.g. binomial test, Wilcoxon test, etc.), K-sample methods (Kruskal-Wallis test, etc.) 

• Canunderstandmodernuseofcomputinginnonparametric statistics 
• Understand the data management and performance of basic 

nonparametric statistical analyses 
• Explainfindingswithothersusingappropriatestatisticalandnon- statistical language 

 
LEARNINGOUTCOMES 

The essential ideas and implementations of both traditional and contemporary nonparametric 
statistical methods of data analysis are covered. Allows students to investigate nonparametric 
methods on a more in-depth level than in previous courses and apply it to data in their 
particular disciplines. Students will understand the general concept of nonparametric statistics 
and performs variety of nonparametric statistical analyses. Students will communicate 
findings with others in a global environment using appropriate statistical and non-statistical 
language. 

UnitI 

Some tests based on Binomial Distribution: The Binomial Test, The quantile Test, 
Tolerance limits, The Sign Test and some variations, The McNemar Test for Significance 
of changes. 

UnitII 

ThecontingencyTables:The2× 2Contingencytable,The𝑟𝑟 × 𝑐𝑐Contingency table, The Chi-
square Test for differencesin Probabilities, The Chi-Square Test for independence, The 
Chi-Square Test for Fixed Marginal Totals, The median Test, Measures of Dependence, 
Cramer’s and Pearson’s Contingency Coefficient, The Phi Coefficient, A Goodness of Fit 
Test, Cochran’s test for correlated Observations 

UnitIII 

The Use of Ranks: The One Sample or Matched pairs case, The Wilcoxon Signed Ranks 
Test, Confidence interval for the median, Two independent Samples: The Mann-Whitney 
Test, Measures of Rank Correlation, Spearman’s Rho, Kendall’s Tau, Kendall’s partial 
correlation coefficient, Several Independent Samples: Kruskal-Walis Test 

Unit IV 

Statistics of the Kolmogorov-Smirnov Type: Kolmogorov goodness of fit test, Confidence 
band for population distribution function, The Lilliefors Test, The Cramer-von Misses 
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Goodness of fit test, Tests for two independent samples: The Smirnov test, The Cramer-von 
Misses two sample test, Tests for several independent samples –The Birnbaum-Hall Test 

 

TextBooks 

 Conover,W.J.,PracticalNon-parametricStatistics,JohnWiley&Sons. 

Suggested Readings 

 Nonparametric Statistical Methods, 3rd Edition, Myles Hollander, Douglas A. Wolfe, 
Eric Chicken, Wiley Series in Probability and Statistics 

 

ListofPracticals 

1. The BinomialTest,Thequantile Test 

2. TheSign Test,The McNemarTestforSignificanceof changes 

3. The Chi-square Test for differences in Probabilities, The Chi-Square Test for 
independence, The Chi-Square Test for Fixed Marginal Totals, 

4. The medianTest, 

5. Cramer’sandPearson’sContingency Coefficient 

6. TheWilcoxonSigned Ranks Test 

7. Measuresof Rank Correlation 
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Core XV 

MultivariateAnalysis 
COURSEOUTCOMES 

• The understanding of basic concepts associated with Multivariate Normal Distributions 
and their properties with special emphasis on Bivariate Normal Distribution 

• AnalysingMultivariatedatausingmultipleandpartialcorrelationcoefficient 
• UnderstandWishartdistribution,HotellingT2andMahalanobisD2 

• Statistic 

• Implementdimensionreductiontechniques usingsoftwareonreallife problems 
• Demonstrateknowledge and understanding ofthe basic ideasbehind discriminant, 

clustering analysis and ANN techniques with applications 

 
LEARNINGOUTCOMES 

The learning objectives include: Study of theoretical concepts of Bivariate Normal and 
Multivariate Normal Distributions along with their properties. Analyzing Multivariate data 
using data reduction techniques like Principal Component Analysis, Factor Analysis. To learn 
and develop scientific view to deal with multidimensional datasets and its uses in the analysis 
of research data. To understand the extensions of univariate techniques to multivariate 
frameworks and learn to apply dimension reduction techniques used in the data analysis. 

Unit I 

Bivariate Normal Distribution (BVND): probability density function (p.d.f.) of BVND, 
properties of BVND, marginal and conditional p.d.f. of BVND. Multivariate Data: Random 
Vector: Probability mass / density functions, Distribution function, Mean vector & 
Dispersion matrix, Marginal & Conditional distributions. Characteristic Function 

UnitII 

Multivariate Normal distribution and its properties. Sampling distribution for mean vector 
and variance –covariance matrix.Hotelling’s T2 Statistic for one sample and two samples 
(detailed derivations excluded), Optimum properties of T2 test, Multiple and partial 
correlation coefficient and their properties. 

UnitIII 

PrincipalComponentAnalysis:Methodofextraction,graphicalpresentation, Properties of 
principal components. 

Canonical Correlation Analysis: Population correlation analysis, samplecanonical correlation 
analysis, interpretation from canonical correlation analysis 

Cluster Analysis: Basic steps – Distance-type measures, matching type measures, Forming 
clusters – Agglomerative method. 

UnitIV 

Discriminant Analysis: Scope, Assumptions, justification and selection of variables, 
importanceofvariables,methodsofdiscrimination–maximumlikelihoodmethod, discreate 
discriminant analysis, idea about artificial neural network and its application 
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TextBooks 

 Bhuyan,KC.,MultivariateAnalysisanditsApplications,NewCentralBookAgency( 
P)Limited 

 Gun, A.M., Gupta, M.K. and Dasgupta, B.: An Outline of Statistical 
Theory,Vol.II,(4thed.),World Press. 

 

Suggested Readings 
 Johnson,R.A.andWichern,D.W.(2007):AppliedMultivariateAnalysis, 6thEdn.Pearson 

& Prentice Hall Kshirsagar,A.M.(1972):MultivariateAnalysis,1stEdn.MarcelDekker. 

 Anderson, T. W. (2003). An Introduction to Multivariate Statistical 
Analysis(3rd ed.), Wiley 

 Bilodeau,M.&Brenner,D.(1999).TheoryofMultivariateStatistics, Springer 

 Härdle, W.K. & Simar, L. (2007). Applied Multivariate Statistical 
Analysis(2nd ed.), Springer 

 Rencher,A.C.(2002).MethodsofMultivariateAnalysis(2nded.),Wiley 

 Timm,N.H.(2002).AppliedMultivariateAnalysis,Springer. 
 

ListofPracticals 

1. MultipleCorrelation 

2. Partial Correlation 

3. BivariateNormalDistribution 

4. meanvectorandvariance–covariancematrix 

5. Hotelling’sT2Statistic. 

6. PrincipalComponentAnalysis. 

7. CanonicalCorrelationAnalysis 
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Core XVISemester VII 
TimeSeriesAnalysis 

COURSEOUTCOMES 

• Understand the concept of time series with its components and able to compute ACVF 
and ACF Removetrendandseasonalityusingdifferentmethodstoconvertthe time series into 
stationary 

• Applyautoregressive,movingaverage,ARMA,ARIMAmodels,Box- Jenkins approach to 
forecast time-series data empirically 

• Checkandvalidatemodelswithitsresidualanalysisanddiagnostic checking. Analyze the 
nature of data and interpret the measures 

• Analyzethedataandpredictthefuturevaluesusingcurvefittingand exponential smoothing 
techniques 

 
LEARNINGOUTCOMES 

Students of this course are taught to understand and predict the changes in economy. Areas of 
learning include Profit of experience, Safety from future, Utility Studies, Sales Forecasting, 
Budgetary Analysis, Stock Market Analysis, Yield Projections, Economic Forecasting, Census 
Analysis, Risk Analysis & Evaluationof changes. Tolearn and develop scientific viewto 
understand the time series data and its analysis. To learn stationary and non-stationary, and 
seasonal and nonseasonal time series models. Learn to estimate model parameters andcompare 
different models developed for the same dataset in terms of their estimation and prediction 
accuracy. 
 
Unit I 

Introduction to times series data, application of time series from various fields, Components 
of a times series, Decomposition of time series. Trend: Estimation of trend by free hand curve 
method, method of semi averages, fitting a various mathematical curve, growth curves. 
 

Unit II 

Trend Cont: Method of moving averages. Detrending. Effect of elimination of trend on Other 
components of the time series. Seasonal Component: Estimation of seasonal component by 
Method of simple averages, Ratio to (Linear) Trend. 

 
Unit III 

Seasonal Component: Ratio to Moving Averages and Link Relative method, Moving- average 
(MA)process and Autoregressive (AR) process of orders oneand two, Estimation of the 
parameters of AR(1) and AR(2)–Yule-Walker equations. 
 

Unit IV 

StationaryTimeseries:Weak stationarity,autocorrelationfunctionandcorrelogram of moving 
average; its applications. Random Component: Variate component method. Forecasting: 
Exponential smoothing methods. 
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Text Books 

 KendallM.G.(1976):TimeSeries,CharlesGriffin. 

 Brockwell,P.J.andDavis,R.A.(2003).IntroductiontoTimeSeriesAnalysis, Springer 

SuggestedReadings 

 Gupta,S.C.andKapoor,V.K.(2008):FundamentalsofAppliedStatistics, 
4thEdition(Reprint), Sultan Chand &Sons 

 ChatfieldC.(1980):TheAnalysisof TimeSeries–AnIntroduction,Chapman & Hall. 

 MukhopadhyayP.(2011):AppliedStatistics,2nded.Revisedreprint,BooksandAllie d 
 

ListofPracticals 

1. Fittingandplottingofmodifiedexponentialcurve 

2. FittingandplottingofGompertzcurve 

3. Fitting and plottingoflogisticcurve 

4. FittingoftrendbyMoving Average Method 

5. MeasurementofSeasonalindicesRatio-to-Trendmethod 

6. MeasurementofSeasonalindicesRatio-to-MovingAveragemethod 

7. MeasurementofseasonalindicesLinkRelativemethod 

8. Forecastingbyexponential smoothing 
 
 
 
 
 
 
 

 

 
 

 

 

 

 

Core XVII 

OptimizationTechniques 
 

COURSEOUTCOMES 
• Comprehend the techniques and applications of Engineering 
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optimization 
• Analyzecharacteristicsofagenerallinearprogrammingproblem 
• Applybasicconceptsofmathematicstoformulateanoptimizationproblem 
• Analyzevariousmethodsofsolvingtheunconstrainedminimization problem 
• Analyzeandappreciatevarietyofperformancemeasuresforvarious optimization problems 

 
LEARNINGOUTCOMES 

At the end of this unit, the student will be ableto explain importance ofoptimization. List out 
the design variables, constraints and objective function for optimization techniques. can 
analyze Kuhn Tucker conditions and method of multipliers. Analyze solution of nonlinear 
programming problems and also analyze various optimization methodologies. 
 

UnitI 

Convex sets: Open and closed sets in En, convex linear combinations, convexsets, 
intersection of convex sets, convex hull of a set, Vertices or extreme points of a convex set, 
convex polyhedron, Hyperplanes, half-spaces and polytopes, separating and supporting 
hyperplanes, vertices of a closed bounded convex set. 

 
UnitII 

Flow and potential in networks: Graphs – definition and notation, minimum path problem, 
spanning tree of minimum length, problem of minimum potential difference, scheduling of 
sequential activities, maximum flow problem, duality in maximum flow problem. 

 

UnitIII 

• Integer Programming: ILP in two-dimensional space, General ILP and MILP 
problems, cutting planes, Branch and bound method, The 0-1 variable. 

• Sensitivity analysis: changes in bi, cjand in aij, introduction of new variables, 
introduction of new constraints, deletion of variables and deletion of constraints 

 
Unit IV 

• Kuhn-Tuker Theoryandnonlinear programming:Lagrangianfunction,saddlepoint, 
relation between saddle point and minimal point, Kuhn-Tucker conditions 

• Geometric programming: Examples, general method, generalizationthrough Kuhn- 
Tucker theory. 

 
 
 

 
TextBooks 

 Mital, K.V. and Mohan, C. Optimization methods in operationsresearch and system 
analysis, New age international. 
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Suggested Readings 

 Aoki, M.; Introductionto OptimizationTechniques,Fundamentals and 
applications of Nonlinear Programming, Macmillan 

 Bazaraa, M.S. and Shetty, C.M. Foundations of Optimization, LectureNotesin 
Economics and Mathematical Systems, Springer-Verlag. 

 RaoS.S,“Optimization–Theory andapplications”,WileyEasterLtd.,1979. 

 David G.Luerbeggan, “Introduction to Linear and Non Linear Programming”, 
Addison Wesley Publishing Co. 

 1973. 

 HadleyG.“Nonlinear and –dynamic programming” AddisonWesley 
Publishing Co. 1964. 

 Cordan C.C. Beveridge and Robert S. Schedther, “Optimization, Theory and 
Practice” McGraw Hill Co.1970. 

 HarndyA.Tahh.“operationsResearch,AnIntroduction”,MacmillanPublishers 
Co.NewYork,1982. 

 BeightferandS.others,“FoundationsofOptimizationPill”,NewDelhi, 1979. 

 

ListofPracticals 

1. IntegerProgrammingProblem 

2. Verticesorextremepointsofaconvex set. 
3. Minimumpathproblem,spanningtreeofminimumlength 
4. Sensitivityanalysis:changesinbi,cjandinaij 
5. Saddlepoint 
6. Minimal point 

7. Geometricprogramming 

 

 
 

 

 

 

 

 
Core XVIII 
Econometrics 

COURSEOUTCOMES 
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• Knowthescopeandobjectives ofEconometrics 
• Detectthe absence of homoscedasticity, Autocorrelation and 

Multicollinearity 
• Derivethereduced formofasimultaneousequationmodel 
• Removetheautocorrelationeffectinthedata 
• UnderstandAutocorrelation 

LEARNINGOUTCOMES 
 
Econometrics deals with the measurement of economic relationships. It is an integration of 
economics, mathematical economics and statistics with an objective to provide numerical 
values to the parameters of economic relationships. It may be pointed out that the econometric 
methods can be used in other areas like engineering sciences, biological sciences, medical 
sciences, geosciences, agricultural sciences etc. In simple words, whenever there is a need of 
finding the stochastic relationship in mathematical format, the econometric methods and tools 
help. After completing this course, students should have developed a clear understanding of 1. 
The fundamental concepts of econometrics. 2. Specification of 
themodel.3.MultipleLinearRegression.4.Multicollinearity.5.Heteroscedasticity. 
6.Autocorrelation.7.AutoregressiveandLagmodels8.UseofDummyVariables 

8. SpecificationErrors. 

UnitI 

• Nature of Econometrics and Economic Data, Definition of Econometrics – Steps in 
EmpiricalEconomicAnalysis-EconometricModel–TheRoleofMeasurementin 
Economics–TheStructureofEconomicData:Cross-Sectionaldata,TimeSeries 
data,PooledCrossSectiondata,PanelData. 

• Linearmodelandestimationofparameterandrelatedtests, Estimationunderlinear 
restrictions. 

UnitII 

• Multicollinearity: Introduction and concepts, detection of multicollinearity, 
consequences, tests and solutions of multicollinearity, specification error. 

• Heteroscedastic disturbances: OLS estimator under heteroscedasticity. 
Consequences of heteroscedasticity. 

UnitIII 

• Generalized least squares estimation, Aitken estimators. Autocorrelation: concept, 
consequences of autocorrelated disturbances, detection and solution of 
autocorrelation. 

• Auto-regressiveandDistributedLagModels:Introduction–TypesofLagschemes 
Koyck’slagmodel,Almon’sLagscheme,PartialAdjustmentandExpectations 
models-CausalityinEconomics–TheGrangerCausalityTest. 

UnitIV 

Functional forms of Regression models – Loglinear models, Semi log- models and 
Reciprocal models – Choice of Functional Form. 
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TextBooks 

 Johnston,J:EconometricMethods,McGraw-Hill BookCo.,NewYork. 

Suggested Readings  

 Maddala,G.S:Econometrics,McGraw-HillBookCo.,NewYork,3rdRd. 
 Gujarathi,D.N:BasicEconometrics,FourthEdition,TataMcGraw-Hill,NewDelhi. 

 Tintner,G:Econometrics,JohnWiley&Sons, NewYork. 

 Wooldridge,JefferyM:Econometrics,CengageLearningIndiaPvt.Ltd,NewDelhi. 

 Koutsoyiannis,A.(2004):TheoryofEconometrics,2ndEdition,Palgrave 
MacmillanLimited, 

 Maddala,G.S.andLahiri,K.(2009):IntroductiontoEconometrics,4thEdition, 
JohnWiley& Sons. 

 
ListOfPracticals 

1. ProblemsbasedonestimationofGenerallinear model 
2. Testingofparametersof Generallinearmodel 
3. ForecastingofGenerallinearmodel 
4. Problemsconcerningspecificationerrors 
5. ProblemsrelatedtoconsequencesofMulticollinearity 
6. Diagnosticsof Multicollinearity 
7. ProblemsrelatedtoconsequencesofAutocorrelation (AR(I)) 
8. Diagnosticsof Autocorrelation 
9. EstimationofproblemsofGenerallinearmodelunder Autocorrelation 
10. ProblemsrelatedtoconsequencesHeteroscedasticity 
11. Diagnosticsof Heteroscedasticity 
12. EstimationofproblemsofGenerallinearmodelunderHeteroscedastic distance terms 
13. ProblemsrelatedtoGenerallinearmodelunder(Aitken Estimation) 
14. Problemson Autoregressive and Lagmodels. 

 
 
 
 
 
 

 
 

 

Core XIX 
StochasticProcess 

COURSEOUTCOMES 

• Identifythesituationswhichrequirestochastic modelling 
• Identifythestatesandmodelthesituationusing Markovian approach 
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• Studyandinterpretthecharacteristicsofqueuingenvironmentusing stochastic modelling 
• ApplyRenewalProcesstorealtime problems 
• ApplyBirth-Death ProcesstoQueuingproblems 

 
LEARNINGOUTCOMES 

After completing this course, students should have developed a clear understanding of the 
fundamental concepts of stochastic processes, tools needed to analyze stochastic processes, 
Markov chains, Stability of Markov chains, Poisson process and its variations, Queuing 
systems, Random walk and ruin theory, and to identify the real-life applications of stochastic 
processes. To learn and to understand stochastic processes predictive approach. To develop an 
ability toanalyzeandapplysomebasicstochasticprocessesforsolvingreallife situations. 
 

Unit I 

Stochastic Process: Definition and specification Markov Chains: Definition of 
MarkovChain, transition probability matrix, order of Markovchain, Markovchain as graphs, 
higher transition probabilities. Generalization of independent Bernoulli trials, classification 
of states and chains. 

 

Unit II 

Poisson Process: postulates of Poisson process, properties of Poisson process, inter-arrival 
time, pure birth process, Yule Furry process, pure death process, birth and death process. 

 

Unit III 

Stationary Processes: Stationarity, Gaussian processes, Time series: Introduction, White 
noise process, First order Markov process, moving average(MA) process, 
autoregressive(AR) process, Yule Process, ARMA process 

 

Unit IV 

Simulation: Generation of pseudorandom numbers, evaluation of integrals using 
randomnumbers,evaluationofmultipleintegrals,generationofcontinuousrandom variables: 
inverse transform method, rejection method, generation of Bernoulli, Binomial and 
Geometric random variables. 

 
 

 

 

 

Text Books 

 Medhi,J.(2009):StochasticProcesses,NewAgeInternationalPublishers. 
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Suggested Readings 

 Basu,A.K.(2005):IntroductiontoStochasticProcesses,NarosaPublishing. 

 Bhat,B.R.(2000):StochasticModels:AnalysisandApplications,NewAge International 
Publishers. 

 Karlin,SandTaylorH.M,AfirstcourseinStochasticProcess.Academic Press; 
 

ListofPracticals 

1. Calculationoftransitionprobabilitymatrix 

2. Identificationofcharacteristicsofreducibleandirreduciblechains. 

3. Identificationoftypesofclasses 

4. Calculation of probabilitiesforgiven birth anddeathratesand vice-versa 

5. First orderMarkovprocess 

6. Movingaverage(MA) process,autoregressive(AR)process,YuleProcess 

7. Generationofpseudorandomnumbers 
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Core XX Semester VIII 
ScientificComputingUsingMatlab(NPTEL) 
COURSEOUTCOMES 

• UseMATLABeffectivelytoanalyzeandvisualizedata 
• Apply numeric techniques and simulations to solve engineering-related problems 
• Apply a top-down, modular, and systematic approach to design, write, test, and debug 

sequential MATLAB programs to achievecomputational objectives 
• HaveindepthunderstandinganduseofMatlabfundamentaldatastructures (classes). 
• Createandcontrolsimpleplotanduser-interfacegraphicsobjectsin MATLAB 
• BeabletounderstandanduseMatlabToolboxesforsolvingreallife problems 

 

LEARNINGOUTCOMES 

Aftercompletion, a student can introduce the MATLAB softwareenvironment andfortify an 
organized, top-down way to define and solve big problems. He will be able to introduce 
common approaches, structures, and conventions for creating and evaluating computer 
programs, primarily in a procedural paradigm with an introduction to object-oriented concepts 
and terminology. He can apply a variety of common numeric techniques to solve and 
visualize engineering-related computational problems. He will be familiar with various 
toolboxes to solve real life applications 

Unit I 

Introduction: What is MATLAB? Use and requirements, basics of MATLAB: windows, 
online help, input-output, File types, platformdependence, some general commands, 
creating and working with arrays of numbers, creating and printing simple plots, creating, 
saving and executing with a script file, creating and executing a function file, working with 
files and directories. 

 
Unit II 

Interactive computation: Matrices and vectors – inputs, indexing, matrix 
manipulation,creatingvectors,matrixandarrayoperations –arithmetic,logical, 
elementary math operations, vectorization, command line functions, built-in functions. 

 
Unit III 

SavingandloadingdatainMATLAB,PlottingGraphs,ProgramminginMATLAB: 
scriptsandfunctions–scriptfiles,functionfiles,languagespecificfeatures.Basic 
statisticalfunctionsanddescriptiveanalysis. 

 
UnitIV 

• Applications:LinearAlgebra–solvinglinearequations,Gaussianelimination, 
findingeigenvaluesandvectors 

• Curvefittingand interpolation–Polynomialcurvefittingonthefly, leastsquare curve 
fitting, interpolation. 

• Dataanalysisandstatistics 
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TextBooks 

 RudraPratap(2006). Getting started with MATLAB 7: A quick introduction for 
Scientists and Engineers, Oxford University Press. 

Suggested Readings 

 Stephen J. Chapman (2005). Essentials of MATLAB Programming, Cengage 
Learning. 

 Brian R. Hunt, Ronald L. Lipsman, Jonathan M. Rosenberg (2001) A Guide to 
MATLAB: For Beginners and Experienced Users, Cambridge University Press 

 

ListofPracticals 

1. Solvinglinearequations,Gaussianelimination,findingeigenvaluesand vectors 

2. Curvefittingandinterpolation–Polynomialcurvefittingonthefly,least 
squarecurvefitting,interpolation. 

3. Dataanalysisandstatistics 
Fordetailsplease visit 

https://nptel.ac.in/courses/111102137 
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Core XXI 

ActuarialStatistics 
COURSEOUTCOMES 

• Understandtheutilitytheory,insuranceproductsandlife tables 
• Understandtheconceptofinterest 
• Understandtheconceptoflifeinsurance 
• Understandtheconceptofexistinginsuranceproductsofdifferentinsurance company 
• Knowlifeannuities,netpremiumandnetpremiumreserves 

 
LEARNINGOUTCOMES 

To learn thelife tablesused in insurance products. Tolearn the concept ofinterest, different life 
insurance products, life annuities, net premiums. To motivate students to prepare for exams 
required for employment in the actuarial science profession. 
UnitI 

Introductory Statistics and Insurance Applications: Discrete, continuous and mixed 
probability distributions. Insurance applications, sum of random variables. Utility theory: 
Utility functions, expected utility criterion, types of utility function, insurance and utility 
theory. 
 

UnitII 
Principles of Premium Calculation: Properties of premium principles, examples of 
premiumprinciples. Individual risk models: modelsfor individual claims, the sumof 
independent claims, approximations and their applications. 
 

UnitIII 
Survival Distribution and Life Tables: Uncertainty of ageat death, survival function, time-
until-death for a person, curate future lifetime, force of mortality, life tableswith examples, 
deterministic survivorship group, life table characteristics, assumptions for fractional age, 
some analytical laws of mortality. 
 

UnitIV 
Life Insurance: Models for insurance payable at the moment of death, insurance payable at 
the end of the year of death and their relationships. Life annuities: continuous life annuities, 
discrete life annuities, life annuities with periodic payments. Premiums: continuous and 
discrete premiums. 
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Text Books 
 Dickson, C.M. D. (2005): InsuranceRisk AndRuin(International Series On 

Actuarial Science), Cambridge University Press. 

Suggested Reading 
 Bowers,N.L.,Gerber,H.U.,Hickman,J.C.,Jones,D.A.AndNesbitt,C.J. (1997): Actuarial 

Mathematics, Society Of Actuaries, Itasca, Illinois, U.S.A. 

 

ListofPracticals 
1. Riskcomputationfordifferentutilitymodels 
2. Discrete and continuousriskcalculations 
3. Calculationofaggregateclaimsforcollectiverisks 
4. Calculationofaggregateclaimforindividualrisks 
5. ComputingRuinprobabilitiesandaggregatelosses 
6. Annuity andpresentvalueofcontract 
7. Computingpremiumfor differentinsuranceschemes 
8. Practicalbasedonlife modelsandtables 
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Core XXII 

BayesianParametricInference 
COURSEOUTCOMES 

• Canuserelativefrequenciestoestimateprobabilities 
• Cancalculateconditionalprobabilities 
• CancalculateposteriorprobabilitiesusingBayes’theoremandalsocan calculate simple 

likelihood functions 
• Candescribetheroleoftheposterior distribution,thelikelihoodfunction and the 

posterior distribution in Bayesian inference about a parameter 
 

LEARNINGOUTCOMES 

Bayesian statistics, as well as being able to ‘understand the key ideas of Bayesian 
statistics’ you should also find that your skills and confidence in tackling questions on 
probability are improving. 

UnitI 

• Subjective interpretation of probability in terms of fair-odds- Evaluation 
ofsubjective probability of an event of an event using a subjectively unbiased coin- 
Subjective prior distribution of a parameter-Bayes theorem and computation of the 
posterior distribution. 

• Natural Conjugate family of priors for a model –Hyper parameter of a prior from 
conjugate family- Conjugate family for exponential family models-admitting 
sufficient statistics of fixed dimensions-Enlarging the natural conjugate family by 
enlarging hyper parameter space, Mixtures from conjugate family-choosing an 
appropriate member of conjugate prior family, Non-informative, improper and 
invariant priors-Jerffrey‟s invariant priors, Maximum entropy priors. 

 

UnitII 

Bayesian point estimation: Prediction problem from posterior distribution-Bayes estimates 
for absolute error loss, squared error loss and Linex loss and Entropy loss function -
Generalization to convex loss functions-Evaluation of the estimate in terms of the posterior 
risk. 

UnitIII 

• Bayesian interval estimation: Credible intervals-Highest posterior density regions 
interpretation of the confidence coefficient of an interval. 

• Bayesian testing of hypothesis: Prior and posterior odds-Bayes factor for various 
types of testing hypothesis problem-Jeffery approach, Linley‟s paradox for testinga 
point hypothesis for normal mean. 
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UnitIV 

• Bayesian prediction problem: Standard Predictive distributions, Prediction for 
exponential family of distributions- predictive distributions and 
Reliabilityestimation-predictiveinterval,IdeasonBayesianRobustness,Monte-Carlo 

• IntegrationandMarkovChainMonteCarlo Technique (Without Proof). 

 

TextBooks 
 Bansal,A.K.(2007):BayesianParametricInferences,NarosaPublications. 

 

Suggested Reading 
 Sinha, S.K.(1998):BayesianEstimation,NewAgeInternational(P)Ltd.,New Delhi. 
 Berger,J.O.(1985):StatisticalDecisionTheoryandBayesianAnalysis,2/e Springer 

Verlag. 
 ChristianP.Robert:TheBayesianChoice,2ndEdition, Springer 
 Robert,C.P.andCasella,G.(2004):MonteCarloStatisticalMethods,2/e Springer 

Verlag. 
 Degroot,M.H.(2004):OptimalStatisticalDecisions,WellyInterscience. 
 Gamerman,D.AndLobes,N.F.(200):StochasticSimulationforBayesian 

Inference,Taylor and Francis. 
 Box, G.P. and Tiao, G.C.(1973): Bayesian Inference in Statistical Analysis, 

Adison Wesley.. 
 

ListofPracticals 
1. Bayestheoremandcomputation of the posterior distribution 
2. Non-informative,improperandinvariantpriors 
3. Credibleintervals 
4. Bayesiantestingofhypothesis 
5. Predictionforexponentialfamilyofdistributions 
6. Monte-CarloIntegrationandMarkovChainMonteCarloTechnique 
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Core XXIII 
Strategy: AnIntroductionToGame Theory 

(NPTEL) 
BYDR.VIMALKUMAR&PROF.ADITYAK.JAGANNATHAM, IITKANPUR 

 
COURSEOUTCOMES 

• Identifystrategicsituationsandrepresentthemas games 
• Solvesimplegamesusingvarious techniques 
• Analyzeeconomic situationsusinggametheoretictechniques 
• Recommendandprescribewhichstrategiestoimplement 
• Modelanystrategicinteractionasagameandcriticallyanalysethe potential outcomes 

LEARNINGOUTCOMES 

Games or ‘Strategic Interactions’ can befound in allwalks of life. Examples of such 
scenarios are two firms competing for market share, politicians contesting elections, 
different bidders participating in an auction for wireless spectrum, coal blocks etc. Game 
theory provides a convenient framework to model and interpret the behaviour of 
participants in such strategic interactions. Hence it can be applied to solve a wide variety of 
problems involving diverse areas such as Markets, Auctions, Online Retail, Cold War, 
Paying Taxes, Bargaining, Elections, Portfolio Management etc. Therefore, both 
undergraduate and postgraduate students and professionals from diverse backgrounds such 
as Scientists, Engineers, Managers, Politicians and Political Scientists, Economists, 
Mathematicians etc. will find the course content useful. Examples and exercises will be 
motivated by problemsclose to real life scenarios. 
 

UnitI 

Normal GamesandNashEquilibrium,MixedStrategies. 
UnitII 

• SequentialGames. 
• Games withIncompleteInformation 

UnitIII 

• Auctions,RepeatedGames 
UnitIV 

• CooperativeGames,Bargainingand Negotiation. 
TextBooks 

 T.Ferguson,GameTheory,WebNotes. 
 

Suggested Reading 
 KarlinandPeres,GameTheory,Alive,AMS. 



51 
 

 DeVosandKent,GameTheory:APlayfulIntroduction,AMS  

For details please visit: https://nptel.ac.in/courses/110104063 
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